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Abstract—We investigate the problem of verifying the absence of zeno executions in a hybrid system. A zeno execution is one in which there are infinitely many discrete transitions in a finite time interval. The presence of zeno executions poses challenges towards implementation and analysis of hybrid control systems. We present a simple transformation of the hybrid system which reduces the non-zenoness verification problem to the termination verification problem, that is, the original system has no zeno executions if and only if the transformed system has no non-terminating executions. This provides both theoretical insights and practical techniques for non-zenoness verification. Further, it also provides techniques for isolating parts of the hybrid system and its initial states which do not exhibit zeno executions. We illustrate the feasibility of our approach by applying it on hybrid system examples.
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I. INTRODUCTION

The ubiquitous deployment of embedded control systems has motivated the study of hybrid systems – systems which exhibit both discrete and continuous behaviors. Hybrid automata [4], [18] are a popular formal model for hybrid systems, which combine the finite state automaton model for discrete systems and the differential equation/inclusion formalism for continuously evolving dynamical systems. The interactions between the discrete and continuous components gives rise to a class of behaviors which are unique to hybrid systems, namely, zeno. A zeno execution of a hybrid system is one in which there are infinitely many discrete transitions in a finite interval of time.

In this paper, we present automated techniques for detecting the absence of zeno behaviors in a hybrid system. Zeno behaviors have been studied extensively in the hybrid systems community owing to the fact that they present technical challenges in the design, analysis and implementability of hybrid control systems. Below we highlight some of them.

In the logic design of switched systems, the absence of zeno behaviors – also referred to as “chattering” or “sliding mode” – is desirable, as they allow for a mathematically simpler definition of solutions or executions. Hence, this is often an objective of the control design [20], [29]. Also, several analysis techniques assume the absence of zeno-behaviors due to lack of methods to deal with it. For instance, Duggirala and Mitra [13] assume “non-blocking”, same as absence of zeno executions, to establish the soundness of the region stability analysis.

Further, the presence of zeno behaviors poses a challenge in the simulation of hybrid systems, e.g., it affects the efficiency and accuracy of simulations [22]. For instance, failure to simulate beyond the limit time could end up in an erroneous analysis. Efforts have been made to develop methods to “remove” zenoness. For instance, regularizations [23], [14] attempt to construct a sequence of non-zeno hybrid system approximations which converge to the given hybrid system.

Finally, the presence of zeno executions raises concerns regarding the implementability of the controller. Typically, a weaker notion – the absence of time-locks – is considered as a requirement for implementability [18], [31]. A state is said to be in a time-lock if all executions starting from it are zeno executions. Note that absence of zeno executions imply absence of time-locks. Though our notion is stronger, we believe that absence of zeno executions is a reasonable assumption for the implementability of the controller, since, their presence implies that the controller cannot be realized exactly.

Given the importance of zeno in hybrid systems design and analysis, there has been substantial effort towards understanding zeno behaviors. Several results in the literature focus on deducing necessary and/or sufficient conditions for the existence/non-existence of zeno executions. Zhang et al. [22] provide sufficient conditions for the non-existence of zeno behaviors; Camlibel et al. [9], [30] show that certain subclasses of switched linear systems do not exhibit zeno-behaviors; and Lamperski and Ames [24] provide Lyapunov-like sufficient conditions for the existence of zeno-behaviors. Non-zenoness verification is shown to be decidable for timed petri nets and timed pushdown automata [1], [17], [2]. Heymann et al. [21] provide sufficient conditions for analyzing non-zenoness of hybrid systems with constant rate and bounded rate dynamics.

In this paper, we present a simple, yet powerful, transformation which reduces the non-zenoness verification problem to the termination problem, that is, a given hybrid system does not have any zeno execution if and only if the transformed system does not have any non-terminating execution. Essentially, we introduce an extra variable, which is non-deterministically initialized to some value \( a \) in the interval \([0, \infty]\) and decreases at a constant rate of \(-1\) until its value becomes 0. Hence, every execution of the original system is constrained to an interval \([0, a]\) in the transformed system, for some \( a \). A non-terminating execution in the transformed system corresponds to a zeno execution of the original system, since such an execution exhibits an infinite number of discrete transitions in some finite interval \([0, a]\). On the other hand, if the original system has a zeno execution with a limit point \(< a\), then the execution in the transformed system which starts with the extra variable value \( a \) is non-terminating. This transformation provides new theoretical insights, but, importantly, opens up a plethora of techniques from termination analysis [10], [3], [7], [8], [11], [16], [25].

Below we summarize the main results of the paper. From a theoretical point of view, we explore the boundary of
decidability for non-zenoness verification. We show that non-zenoness verification problem is undecidable for the class of multi-rate hybrid automata, whereas it is decidable for initialized multi-rate hybrid automata, which includes the class of timed automata. The latter is a new result which relies on the transformation into a termination problem, and our approach provides a new algorithm for deciding non-zenoness for the class of timed automata. From a practical point of view, we use the transformation to establish the following: (a) non-zenoness of hybrid systems, and (b) identify initial conditions which exclude zeno executions. This transformation is general and can be applied to any class of hybrid systems for which a “reachability relation” can be computed. We observe that our method for non-zenoness verification is sound for an over-approximation of the reachability relation, and hence, can be applied to a large class of systems. We demonstrate the applicability of the approach on hybrid system examples.

II. PRELIMINARIES

We introduce some notations and concepts that we will use in the later sections.

A. Notation

a) Numbers: Let \( \mathbb{R} \) and \( \mathbb{R}_{\geq 0} \) respectively denote the sets of real numbers and non-negative real numbers. Let \([n]\) denote the set of \( n \) natural numbers given by \( \{1, 2, \ldots, n\} \). Let \( \mathcal{I} \) denote the set of intervals of the form \([a, b]\), \((a, b]\) and \([a, \infty)\), where \( a \) and \( b \) are real numbers.

b) Euclidean space \( \mathbb{R}^n \): Given \( \vec{v} \in \mathbb{R}^n \) and \( \vec{d} \in \mathbb{R}^n \), we use \( \langle \vec{v} \rangle \) to denote the \( i \)-th component of \( \vec{v} \) and \( \langle \vec{v} \rangle \) to denote the vector \( \langle (\vec{v})_1, \ldots, (\vec{v})_n, \vec{d} \rangle \). Given \( f_1 : [0, t] \rightarrow \mathbb{R}^n \) and \( f_2 : [0, t] \rightarrow \mathbb{R}^n \), let \( f_1 \circ f_2 : [0, t] \rightarrow \mathbb{R}^{n+1} \) represent the function \( t' \mapsto f_1(t') \circ f_2(t') \). Given sets \( A \subseteq \mathbb{R}^n \) and \( B \subseteq \mathbb{R} \), let \( A \times B = \{a \times b | a \in A, b \in B\} \).

c) Rectangular sets: A \( d \)-dimensional rectangular set \( S \) is of the form \( I_1 \times I_2 \times \ldots \times I_d \), where \( I_i \in \mathcal{I} \), for \( 1 \leq i \leq d \). Given a rectangular set \( S \subseteq \mathbb{R}^n \), let \( |S| \) and \( \tilde{|S|} \) denote the least upper bound and the greatest lower bound of \( S \) in \( (\mathbb{R} \cup (-\infty, +\infty))^n \). Note that it always exists.

d) Trajectories: They will be used to represent the continuous dynamics. A trajectory is a function from an interval \([0, t]\) to a Euclidean space \( \mathbb{R}^n \), where \([0, t]\) represents the time domain of the function. Let \( \text{Traj}(n) \) denote the set of all differentiable functions \( f : [0, t] \rightarrow \mathbb{R}^n \), for some \( t \). Let \( \text{dom}(f) \) denote the domain of \( f \).

B. Timed transitions systems

Next, we introduce a semantic model of hybrid systems, namely, timed transition systems, and define the concepts of non-zenoness and termination.

Definition 1. A timed transition system is a tuple \( T = (S, S_0, \Sigma, \rightarrow) \), where:

1) \( S \) is a set of states;
2) \( S_0 \subseteq S \) is a set of initial states;
3) \( \Sigma \) is a set of action symbols; and
4) \( S \times \mathbb{R}_{\geq 0} \times \Sigma \times S \) is a set of timed transitions.

From now on, by a transition system, we mean a timed transition system. We will use \( s \xrightarrow{a,t} s' \) to denote \((s, t, a, s') \in \rightarrow \). Also, we will use \( \rightarrow_T \) to denote the set of timed transitions of a transition system \( T \).

An execution of a transition system \( T = (S, S_0, \Sigma, \rightarrow) \) is a finite or infinite sequence \( \sigma = s_0(t_0, a_0)s_1(t_1, a_1)s_2 \ldots \), such that \( s_0 \in S_0 \) and \( s_i \xrightarrow{t_i,a_i} s_{i+1} \) holds for every \( i \). The execution \( \sigma \) is said to be finite if \( \sigma \) is a finite sequence; otherwise, it is infinite. The execution \( \sigma \) is zeno if it is infinite and \( \sum_{i=0}^{\infty} t_i \in \mathbb{R}_{\geq 0} \), that is, the sum of times is finite; otherwise, it is non-zeno.

Definition 2. A transition system \( T \) is said to be terminating if none of its executions are infinite; \( T \) is said to be non-zeno if none of its executions are zeno.

Next, we present a transformation of a transition system such that the non-zenoness of the first is equivalent to the termination of the second. We will later present a concrete method to realize this transformation for transition systems which arise from hybrid systems.

Definition 3. Given a transition system \( T = (S, S_0, \Sigma, \rightarrow) \), we define a transformed transition system \( \text{term}(T) = (S', S_0', \Sigma, \rightarrow') \) where

1) \( S' = S \times \mathbb{R}_{\geq 0} \);
2) \( S_0' = S_0 \times \mathbb{R}_{\geq 0} \); and
3) \( \rightarrow' = \{ ((s_1, t_1), a, (s_2, t_2)) \mid (s_1, t_1), (s_2, t_2) \in S' \} \).

The above transformation basically augments the state with an extra non-negative component, such that in each step it is decremented by the time \( t \) used when moving from the source to the target state in that step. The next theorem relates the zoneness of \( T \) to the termination of \( \text{term}(T) \).

Proposition 1. \( T \) is non-zeno if and only if \( \text{term}(T) \) is terminating.

Proof: (\( \Rightarrow \)) Suppose \( \text{term}(T) \) is not terminating. Then there exists an infinite execution \( \text{term}(\sigma) = (s_0, t_0)(t_0, a_0)(s_1, t_1)(t_1, a_1)(s_2, t_2) \ldots \) of \( \text{term}(T) \). Note that \( t_i = t_i - t_{i+1} \), by definition of \( \text{term}(T) \). Therefore, \( \sum_{i=0}^{\infty} t_i = \sum_{i=0}^{\infty} (t_i - t_{i+1}) = \lim_{k \rightarrow \infty} \sum_{i=0}^{k} (t_i - t_{k+1}) = \lim_{k \rightarrow \infty} (t_0 - t_{k+1}) = t_0 - \lim_{k \rightarrow \infty} t_{k+1} \). Since \( t_i \geq 0 \) and \( t_i \geq 0 \), we have \( t_0 \geq t_1 \geq \ldots \geq 0 \). Therefore, \( t_0 \geq \lim_{k \rightarrow \infty} t_{k+1} \geq 0 \). Hence, \( \sum_{i=0}^{\infty} t_i \in [0, t_0) \). Therefore, \( \sigma = s_0(t_0, a_0)s_1(t_1, a_1)s_2 \ldots \) is a zeno execution of \( T \).

(\( \Leftarrow \)) Suppose \( T \) is not non-zeno. Then there exists a zeno execution \( \sigma = s_i(t_i, a_i)s_{i+1} \ldots \) of \( T \). Let \( \sum_{i=0}^{\infty} t_i = T \). Define \( \text{term}(\sigma) = (s_0, T_0)(t_0, a_0)(s_1, T_1)(t_1, a_1)(s_2, T_2) \ldots \), where \( T_0 \)'s are defined, inductively, as \( T_0 = T \), and \( T_{i+1} = T_i - t_i \) for \( i \geq 0 \). Note that \( T_i = T - (t_0 + \ldots + t_{i-1}) \geq 0 \), for all \( i \).

Therefore, \( (s_i, T_i) \xrightarrow{(t_i,a_i)} (s_{i+1}, T_{i+1}) \) is a timed transition of \( \text{term}(T) \), and \( \text{term}(\sigma) \) an infinite execution of \( \text{term}(T) \). \( \blacksquare \)
Hybrid Automata

Hybrid automata [4, 18] are a popular formalism for modeling systems with mixed discrete-continuous behaviors. The discrete dynamics is modeled by a finite state system and the continuous dynamics by differential equations or inclusions. Next, we introduce a formal definition of hybrid automata and highlight some special subclasses which are needed in the sequel.

Definition 4. An n-dimensional hybrid automaton or hybrid system is a tuple \( H = (Q, \text{Init}, \text{Inv}, \text{Flow}, \text{Edges}) \), where:

- \( Q \) is a finite set of modes or locations;
- \( \text{Init} : Q \rightarrow 2^{\mathbb{R}^n} \) specifies the initial set of states;
- \( \text{Inv} : Q \rightarrow 2^{\mathbb{R}^n} \) provides invariants associated with the locations;
- \( \text{Flow} : Q \rightarrow 2^{\text{Traj}(n)} \) specifies the set of continuous trajectories associated with the locations; and
- \( \text{Edges} \subseteq Q \times 2^{\mathbb{R}^n} \times \mathbb{R}^n \times Q \) is the set of edges representing the discrete mode changes and the jumps in the continuous states.

The state-space of the hybrid automaton \( H \) is \( Q \times \mathbb{R}^n \). An execution of the hybrid system starts in an initial state \((q, \bar{v})\), where \( \bar{v} \in \text{Init}(q) \). Then, it takes a sequence of continuous trajectories and edges. The system can take a continuous trajectory \( f \in \text{Flow}(q_1) \) with \( f(0) = \bar{v}_1 \) from a state \((q_1, \bar{v}_1)\) if the continuous states of the trajectory satisfy the invariant of the location \( q_1 \) at all times, that is, \( f(t) \in \text{Inv}(q_1) \) for all times \( t \) in its domain. Traversing an edge \((q_1, r, q_2)\) from a state \((q_1, \bar{v}_1)\) to a state \((q_2, \bar{v}_2)\) is possible if the continuous states before and after the transition satisfy the jump relation \( r \), that is, \((\bar{v}_1, \bar{v}_2) \in r \).

Next, we define the semantics of the hybrid automaton as a timed transition system. We first define auxiliary relations \( \rho_q, \rho_R, \rho_{q, R} \), where \( \rho_q \) defines the relation between the states \( \bar{v}, \bar{v}' \), and time \( t \) such that \( \bar{v} \) and \( \bar{v}' \) are the first and last states of a trajectory of \( q \) of duration \( t \); \( \rho_R \) defines the relation between \( \bar{v} \) and \( \bar{v}' \) which corresponds to states before and after taking the edge \( \delta \); and \( \rho_{q, R} \) is a “composition” of \( \rho_q \) and \( \rho_R \). Let \( q \in Q \) and \( \delta = (q, r, q') \in \text{Edges} \), and define

\[
\rho_q(\bar{v}, t, \bar{v}') \equiv \exists f \in \text{Traj}(n) : [f \in \text{Flow}(q) \land \text{dom}(f) = [0, t] \land \bar{v} = f(0) \land \bar{v}' = f(t) \land (\forall t' \in \text{dom}(f), f(t') \in \text{Inv}(q))]\\
\rho_R(\bar{v}, t, \bar{v}') \equiv (\bar{v}, \bar{v}') \in r\\
\rho_{q, R}(\bar{v}, t, \bar{v}', \bar{v}'') \equiv \exists \bar{v}''' : \rho_q(\bar{v}, t, \bar{v}''') \land \rho_R(\bar{v}'', \bar{v}''') \land \rho_q(\bar{v}'', \bar{v}))
\]

Definition 5. Let \( H = (Q, \text{Init}, \text{Inv}, \text{Flow}, \text{Edges}) \) be a n-dimensional hybrid automaton, its semantics is the transition system \([H] = (S, S_0, \text{Edges}, \rightarrow)\), where:

- \( S = Q \times \mathbb{R}^n \);
- \( S_0 = \{(q, \bar{v}) \mid \bar{v} \in \text{Init}(q) \cap \text{Inv}(q)\} \); and
- \( \rightarrow \) is given by \( \{(q_1, \bar{v}, t, \delta, q_2, \bar{v}'') \mid \delta = (q_1, r, q_2) \in \text{Edges}, \rho_{q_1, R}(\bar{v}, t, \bar{v}'')\} \).

A. Special classes of hybrid automata

In this section, we present certain special subclasses of hybrid automata and concrete representations of the same.

1) Rectangular hybrid automata: Rectangular hybrid automata are a subclass of hybrid automata in which the invariants are rectangular sets, the flows are given by rectangular differential inclusions and the continuous state changes during mode changes are specified by a reset operation which is a combination of a non-deterministic assignment to a rectangular set and an identity operation which leaves the values unchanged. Rectangular hybrid automata are a simple, albeit useful subclass of hybrid systems; they serve as useful approximations of hybrid systems with rich dynamics [28].

More precisely, an n-dimensional rectangular hybrid automaton is a hybrid automaton which satisfies the following:

- The sets \( \text{Inv}(q) \) and \( \text{Init}(q) \) associated with a location \( q \) are rectangular sets.
- The flows associated with a location \( q \) are specified as the solutions of a rectangular differential inclusion. Each location \( q \) is associated with a rectangular set \( \text{Rate}(q) \), such that \( \text{Flow}(q) \) is the set of all differentiable functions \( f : [0, t] \rightarrow \mathbb{R}^n \) such that \( \frac{df(t')}{dt} \in \text{Rate}(q) \), for all \( t' \in [0, t] \).
- An edge \((q_1, r, q_2)\) of \( \text{Edges} \) is specified using a tuple \((q_1, g, h, q_2)\), where \( g \), referred to as the guard, is a rectangular set, and \( h \), referred to as the reset, is a function \( h : [n] \rightarrow \mathcal{I} \cup \{\text{Id}\} \). Here, \( \text{Id} \) is a unique symbol not in \( \mathcal{I} \). The pair \((g, h)\) represents the set \( r \) given by \( \{(\bar{v}', \bar{v}) \mid \bar{v} \in g, \forall 1 \leq i \leq n, [(h(i) = \text{Id}) \Rightarrow (\bar{v})_i = (\bar{v}')_i] \} \).
The definition of $\rho$ uses the fact that there exists a linear trajectory (differential at all points is a constant) between any two points reachable by some differentiable trajectory; see the work of Alur et al. [6] for details. Hence, it suffices to check invariants only at the end-points. In the sequel, we also allow invariants and guards to be polyhedral sets: those specified by linear constraints. Note that $\rho_4$ and $\rho_5$ can still be expressed using linear constraints.

a) Initialized rectangular hybrid automata: Initialized rectangular hybrid automata are a subclass of rectangular hybrid automata that provide decidability of several properties including safety by restricting the discrete dynamics [19]. A $n$-dimensional rectangular hybrid automaton $\mathcal{H}$ is said to be initialized if for every $\delta = (q_1, r, q_2) \in \text{Edges}$, where $r$ is represented by a guard $q$ and reset $h$, and for all $i \in [n]$, the following holds: $\text{Rate}(q_1)(i) \neq \text{Rate}(q_2)(i)$ implies that $h(i) \neq Id$. The above condition states that if the flows associated with the source and the target of an edge are different for a particular variable, then the reset is not identity in which case the dynamics associated with the two locations are “decoupled”. For instance, the hybrid automaton $\mathcal{H}_{\text{approx}}$ in Figure 1 is not initialized, because the dynamics on $q_1$ and $q_2$ are different for $x$, but the reset for $x$ is identity on the edge $a_1$.

b) Multi-rate hybrid automata and timed automata: Multi-rate and timed automata are subclasses of rectangular hybrid automata, that are apt for modeling timing constraints [5]. A multi-rate hybrid automaton is rectangular hybrid automaton such that $\text{Rate}(q)$ is a singleton set. Fig. 3 shows a multi-rate hybrid automaton. A timed automaton is a multi-rate hybrid automaton in which $\text{Rate}(q)(i) = \{1\}$, for all $q$ and $i$, and for all the resets $h$, $h(i) \in \{Id, \{0\}\}$. Note that a timed automaton is initialized, since, the rate never changes, and hence, does not have any constraints on the type of resets allowed on the edges.

2) Affine hybrid automata: Affine dynamics are an important class of dynamical systems extensively investigated in control theory. In particular, control design and analysis of non-linear systems is often conducted by considering their linearizations. An affine hybrid automaton is a rectangular hybrid automaton except that the flows are the solutions of an affine dynamical system. More precisely, each location $q$ of an $n$-dimensional affine hybrid automaton is provided with a $n \times n$ matrix, $A(q)$, and a $n \times 1$ matrix $b(q)$ such that the flows are solutions of the affine dynamical system $\dot{x} = A(q)x + b(q)$, that is, $\text{Flow}(q)$ consists of trajectories $f : [0, t] \rightarrow \mathbb{R}^n$ such that $\frac{d}{dt} f(t') = A(q)f(t') + b(q)$ for all $t' \in [0, t]$. Even when $b(q) = 0$, the solution of an affine dynamical starting from a values $i$ is given by $f(t) = e^{A(q)t}i$, where $e^{A(q)t}$ is a matrix exponential. In one dimension, the matrix exponential is essentially the exponential function. Hence, an affine dynamical system $\rho_6$ cannot, in general, be represented by linear constraints. However, there are several techniques which can be used to over-approximate $\rho_6$ by linear constraints [28], [27], [15].

Example 2. Fig. 2 shows a one-dimensional affine hybrid system depicting the operation of a thermostat. Location $q_1$ is the “off” mode in which the temperature, represented by the variable $x$, decreases according to the differential equation $\dot{x} = -0.1x$ and in location $q_2$, the “on” mode, it increases according to $\dot{x} = 5 - 0.1x$. For instance, the flow $f$ in the “off” mode starting at $x = x_0$ is given by $f(t) = e^{-0.1tx_0}$.

For the purpose of representability, we will assume that all the constants appearing in the representation of the hybrid automata are rational numbers.

IV. REDUCTION OF NON-ZENONESS PROBLEM TO TERMINATION PROBLEM

In this section, we present a transformation of a hybrid system such that the non-zenoess verification problem on the original system is reduced to the termination verification problem on the transformed system. In Section V, we exploit this observation to obtain decidability results for non-zenoess verification problem; and in Section VI, we exploit the state-of-the-art termination verification techniques and tools for automatic non-zenoess verification.

Definition 6. A hybrid automaton $\mathcal{H}$ is said to be non-zeno if $[\mathcal{H}]$ is non-zeno. Similarly, a hybrid automaton $\mathcal{H}$ is said to be terminating if $[\mathcal{H}]$ is terminating.

Example 3. Consider the hybrid system $\mathcal{H}_{\text{zeno}}$ of Fig. 3. The executions are constrained to be in the rectangle $x \in [0, 2], y \in [0, 1]$ as specified by the invariants. In location $q_1$, the system evolves at 45 degrees. It can switch to location $q_2$ either when it hits the line $y = 1$ (the top edge of $C$ and $D$) or the line $x + y = 1$ (the diagonal edge of $A$). In location $q_2$, the system evolves parallel to the negative $y$-axis. It can then switch back to location $q_1$, when it hits the $x$-axis. A sample zeno execution is shown by the dotted lines in Fig. 3, and corresponds to

$$\begin{align*}
(q_2, 2/10, 9/10) & \rightarrow (q_1, 2/10, 0) \rightarrow (q_2, 6/10, 4/10) \rightarrow (q_1, 9/10, 0) \rightarrow (q_2, 8/10, 2/10) \rightarrow \cdots
\end{align*}$$

It is zeno since the time spent in each re-entry into $q_1$ (or $q_2$) is halved compared to the previous entry. In fact, every execution starting in the region $B \cup D$ with control in $q_1$, or starting in region $D$ with control in $q_2$, is non-zeno. From every other state, there is a zeno execution.

Let us consider the non-zenoess verification problem.

Problem 1. Given a hybrid system $\mathcal{H}$, is it non-zeno?

We will reduce it to the termination verification problem.
Problem 2. Given a hybrid system \( H \), is it terminating?

Let us return to the question of non-zenoness verification. Given a hybrid automaton \( H \), we wish to verify if it is non-zeno. We define a transformation of \( H \) into another hybrid automaton \( \text{Ext}(H) \) such that \( H \) is non-zeno iff \( \text{Ext}(H) \) is terminating. Essentially, we introduce an extra variable, which is non-deterministically initialized to some value \( a \) in the interval \([0, \infty)\) and decreases at a constant rate of \(-1\) until its value becomes 0. Hence, every execution of the original system is constrained to an interval \([0, a]\) in the transformed system, for some \( a \). A non-terminating execution in the transformed system corresponds to a zeno execution of the original system, since such an execution exhibits an infinite number of discrete transitions in some finite interval \([0, a]\). On the other hand, if the original system has a zeno execution with a limit point \( < a \), then the execution in the transformed system which starts with the clock value \( a \) and "simulates" the zeno execution is non-terminating.

Let \( \text{decr}(t) \) denote the set of all functions \( f : [0, t] \rightarrow \mathbb{R}_{\geq 0} \) such that \( f(t') = f(0) - t' \), for all \( 0 \leq t' \leq t \). Given \( r \subseteq \mathbb{R}_n \times \mathbb{R}_n \), let \( \text{Ext}(r) \) denote the set \( \{(i', a, \bar{v}' \times a) \mid (i', \bar{v}') \in r, a \in \mathbb{R}_{\geq 0}\} \).

Definition 7. Let \( H = (Q, \text{Init}, \text{Inv}, \text{Flow}, \text{Edges}) \) be a \( n \)-dimensional hybrid automaton, we define \( \text{Ext}(H) = (\widehat{Q}, \widehat{\text{Init}}, \widehat{\text{Inv}}, \widehat{\text{Flow}}, \widehat{\text{Edges}}) \) a \((n+1)\)-dimensional hybrid automaton, where:

- for all \( q \), \( \widehat{\text{Init}}(q) = \text{Init}(q) \times \mathbb{R}_{\geq 0} \);
- for all \( q \), \( \widehat{\text{Inv}}(q) = \text{Inv}(q) \times \mathbb{R}_{\geq 0} \);
- \( \widehat{\text{Flow}}(q) = \{f \circ f' \mid f : [0, t] \rightarrow \mathbb{R}^n \in \text{Flow}(q), f' \in \text{decr}(t)\} \); and
- \( \widehat{\text{Edges}} = \{(q_1, \text{Ext}(r), q_2) \mid (q_1, r, q_2) \in \text{Edges}\} \).

Remark 2. \( \text{Ext}(H) \) consists of augmenting \( H \) with a variable \( clk \) that decreases at a constant rate of \(-1\), that is, \( clk = -1 \); adding invariants \( clk \geq 0 \) to all the locations, and not allowing the value of \( clk \) to change while traversing an edge.

For instance, Figure 5a shows a rectangular hybrid automaton \( H \), and Figure 5b shows its transformation \( \text{Ext}(H) \). Note that if \( H \) is affine, rectangular or multi-rate, then so is \( \text{Ext}(H) \), respectively. Further, if \( H \) is initialized, then so is \( \text{Ext}(H) \). However, \( \text{Ext}(H) \) is not a timed automaton, even if \( H \) is.

The next proposition states that the effect of transforming \( H \) using \( \text{Ext}(\cdot) \) is that its transition system is transformed using \( \text{term}(\cdot) \).

Proposition 2. Let \( a = (q_1, r, q_2) \in H \) and \( \hat{a} = (q_1, \text{Ext}(r), q_2) \in \text{Ext}(H) \), then

\[
((q_1, \bar{v}_1), \tau_1) \xrightarrow{\text{term}(H)} ((q_2, \bar{v}_2), \tau_2) \text{ iff } (q_1, \bar{v}_1 \times \tau_1) \xrightarrow{\text{term}(\text{Ext}(H))} (q_2, \bar{v}_2 \times \tau_2).
\]

Proof: Let \( \mathcal{H} = (Q, \text{Init}, \text{Inv}, \text{Flow}, \text{Edges}) \) be of dimension \( n \), and let \( \text{Ext}(H) = (Q, \widehat{\text{Init}}, \widehat{\text{Inv}}, \widehat{\text{Flow}}, \widehat{\text{Edges}}) \).

\[
((q_1, \bar{v}_1), \tau_1) \xrightarrow{\text{term}(H)} ((q_2, \bar{v}_2), \tau_2) \iff (q_1, \bar{v}_1 \times \tau_1) \xrightarrow{\text{term}(\text{Ext}(H))} (q_2, \bar{v}_2 \times \tau_2).
\]

Theorem 1. \( H \) is non-zeno iff \( \text{Ext}(H) \) is terminating.

Proof: \( H \) is non-zeno iff \([H]\) is non-zeno. From Proposition 1, the non-zenoness of \([H]\) is equivalent to termination of \( \text{term}(H) \), which is equivalent to termination of \( \text{Ext}(H) \), by Proposition 2, and hence, equivalent to termination of \([H]\). ■
V. BOUNDARY OF DECIDABILITY FOR NON-ZENONESS VERIFICATION PROBLEM

In this section, we identify a boundary of decidability for the non-zenoness verification problem. More precisely, we show that the problem is undecidable for the class of multi-rate hybrid automata, where as, it is decidable for its subclass which consist of initialized automata.

Theorem 2. Non-zenoness verification problem is decidable for the class of initialized multi-rate hybrid automata (and hence, for the class of timed automata).

Proof: First, observe that the transformation Ext(·) transforms an initialized multi-rate automaton to an initialized multi-rate automaton. Hence, the non-zenoness verification problem for initialized multi-rate automata can be reduced to the termination verification problem for initialized multi-rate automata. We can reduce the problem further to the termination verification of timed automata. Henzinger et al. [19] provide a transformation from the class of initialized multi-rate automata to the class of timed automata, such that the timed transition systems of the initialized multi-rate automaton and its timed automaton transformation are bisimilar. Since, bisimulation of the timed transition systems preserves termination, we reduce the problem of termination verification from the class of multi-rate automata to that of timed automata.

It remains to show that the termination verification problem is decidable for the class of timed automata. Using the region construction [5], we can construct a finite state automaton which is bisimilar to the timed transition system of a timed automaton. Hence, we reduce the problem of termination verification for the class of timed automata to that for the class of finite state automata. The latter corresponds to the problem of checking for the existence of cycles reachable from an initial state of the automaton, which can be effectively computed. Hence, non-zenoness verification problem for the class of initialized multi-rate automata can be effectively reduced to termination verification problem of a finite state automaton which can be effectively checked.

Next, we show that non-zenoness verification problem is undecidable for the class of multi-rate automata. Hence, in general, we can only hope for techniques that in addition to a yes or no answer, they can also answer don’t know. In the next section, we discuss some such techniques for non-zenoness verification based on termination verification.

Theorem 3. Non-zenoness verification problem is undecidable for the class of multi-rate automata (and hence for the class of rectangular hybrid automata).

Proof: We reduce the location reachability problem to the non-zenoness verification problem. The location reachability problem is the following:

Problem 3. Given a hybrid system $\mathcal{H}$ and a location $q_f$, is $q_f$ reachable by an execution of $\mathcal{H}$?

The location reachability problem is undecidable for the class of multi-rate automata [19]. Given a multi-rate automaton $\mathcal{H}$ and a control state $q_f$, we construct a multi-rate automaton $\mathcal{H}'$ such that $q_f$ is reachable in $\mathcal{H}$ iff $\mathcal{H}'$ is zeno.

We first construct a multi-rate automaton $\mathcal{H}_1$ which is equivalent to $\mathcal{H}$ in terms of reachability of the location $q_f$, but does not contain any zeno executions. For this, we replace every location $q$ of $\mathcal{H}$ by a sub-automaton $G_q$ as shown in Figure 4. $G_q$ has locations $q_1$, $q_2$, $q_3$: all the incoming transitions of $q$ are directed to $q_1$ and all outgoing transitions from $q$ are directed out of $q_3$. The location $q_3$ is identical to $q$ in terms of the invariants and rates. In location $q_1$ all the variables evolve at rate 1 (as shown by the variable $\dot{x} = 1$) for one time unit, followed by spending one time unit in $q_2$ with rates $-1$ (as shown by the variable $\dot{x} = -1$). The variable $t$ is used to ensure that exactly one time unit is spent in locations $q_1$ and $q_2$. Note the values of all the variables of $\mathcal{H}$ have the same values while entering $q_3$ as while entering $q_1$. The new automaton essentially introduces a time elapse of two time units before entering any location, thereby eliminating any zeno-executions.

Next, we construct $\mathcal{H}'$. $\mathcal{H}'$ is similar to $\mathcal{H}_1$ except that from $q_f$, there is an edge to a sub-automaton (disjoint from $\mathcal{H}_1$) with zeno-runs. Hence, if $q_f$ is reachable in $\mathcal{H}$, then $q_f$ is reachable in $\mathcal{H}_1$, and therefore $\mathcal{H}'$ has zeno executions. On the other hand, if $\mathcal{H}'$ has zeno executions, then $q_f$ is reachable in $\mathcal{H}_1$, because the part of $\mathcal{H}'$ corresponding to $\mathcal{H}_1$ does not have any zeno executions. Therefore, $q_f$ is reachable in $\mathcal{H}$.

VI. PRACTICAL ASPECTS

In this section we demonstrate how the transformation, which reduces non-zenoness to an equivalent termination problem, is applied in practice. Termination analysis has been studied extensively for the class of linear constraints automata [7], [16], [3]. Hence, we reduce the termination analysis problem for hybrid automata to that of linear constraint automata. The formal definitions and details of the transformation are given in Subsection VI-A. In the rest of the section, we demonstrate how state of the art termination analysis tools can be used for proving non-zenoness, and uncover zeno runs in hybrid automata: Section VI-B shows how to use the termination proof in order to prove non-zenoness; Section VI-C shows that when failing to prove termination one can infer a precondition on the initial states that guarantees termination; Section VI-D show that in some cases one can detect the presence of zeno executions using termination analysis results; and Section VI-E shows that abstractions can be used to establish non-zenoness of hybrid systems with rich dynamics.

A. Linear constraint automaton

Given a hybrid automaton $\mathcal{H}$, the main steps in the analysis of non-zenoness, are the following:

Step 1. $\mathcal{H}$ is transformed, following Definition 7, into $\mathcal{H}' = Ext(\mathcal{H})$;

Step 2. $\mathcal{H}'$ is transformed into a linear constraints automaton $Lin(\mathcal{H}')$ that precisely captures the executions of $\mathcal{H}'$; and

Step 3. We apply existing termination analysis tools to study the termination behaviour of $Lin(\mathcal{H}')$.

a) Step 1.: The transformation of a hybrid automaton $\mathcal{H}$ into $Ext(\mathcal{H})$ is done following Definition 7, that is, we introduce an additional continuous variable $clk$, augment all the locations with invariant $clk \in [0, \infty)$ and flow given by $\dot{clk} = -1$. The variable does not change its value on an edge. For
example, the hybrid automaton $\mathcal{H}$ of Figure 5a is transformed into $\mathcal{H}'$ shown in Figure 5b.

b) Step 2: A linear constraints automaton is given by a finite directed graph $(V, E)$ and a finite set $\vec{x}$ of real-valued variables, where each edge $e \in E$ is labeled by conjunctions of linear equalities and inequalities over $\vec{x}$ and $\vec{x}'$. Because it is convenient, we represent such automaton as a pair $(\rho, \psi)$, where

- $\rho$ is a disjunction of formulas over variables $pc, \vec{x}, \vec{x}'$ and $pc'$ of the form $pc = q \land \varphi(\vec{x}, \vec{x}') \land pc' = q'$ where $(q, q') \in E$ and $\varphi$ is its label; and
- $\psi \equiv \bigvee_{q \in V}. (pc = q \land \psi_q(\vec{x}))$ is a formula over variables $pc$ and $\vec{x}$ where each $\psi_q$ is a conjunction of linear constraints over $\vec{x}$, describing a set of valid initial states.

The semantics is given by a set of traces where a trace is a sequence of the form $(q_1, \vec{v}_1), (q_2, \vec{v}_2), \ldots$ where $(pc = q_1 \land \vec{x} = \vec{v}_1) \Rightarrow \psi$ and $(pc = q_i \land \vec{x} = \vec{v}_i \land pc' = q_{i+1} \land \vec{x}' = \vec{v}_{i+1}) \Rightarrow \rho$ are valid for every $i$.

We can encode a hybrid automaton $\mathcal{H}$ as a linear constraints automaton $Lin(\mathcal{H})$, provided $\rho_{q, \delta}(\vec{x}, t, \vec{x}')$ and $Init(q)$ are specified as a conjunction of linear constraints. Each edge $\delta = (q_1, r, q_2)$ in $\mathcal{H}$ yields a formula $pc = q_1 \land \rho_{q_1, \delta}(\vec{x}, t, \vec{x}') \land pc' = q_2$ in $Lin(\mathcal{H})$. Also the description on the initial states $\psi$ in $Lin(\mathcal{H})$ is a disjunction of the formulas of the form $pc = q \land Init(q)$. It can be proved that the executions of $\mathcal{H}$ and the traces of $Lin(\mathcal{H})$ are in one-to-one correspondence. Hence, termination problem is reduced to that of linear constraints automata. Note that, following Remark 1, in the case of rectangular hybrid automaton, it is guaranteed that $\rho_{q, \delta}(\vec{x}, t, \vec{x}')$ is a conjunction of linear equalities and inequalities. The same holds for $Init(q)$. As an example, the hybrid automaton $H'$ of Figure 5b is transformed to the linear constraints automaton $Lin(H')$ of Figure 5c. However, for more general dynamics, $\rho_{q, \delta}(\vec{x}, t, \vec{x}')$ can be over-approximated by a conjunction of linear constraints. We will see an example of this in Section VI-C.

B. Verifying non-zenoness

In this section, we illustrate through a simple example how non-zenoness of a hybrid system can be inferred from a termination analysis on its linear constraint automaton.

Consider the hybrid automaton $\mathcal{H}$ of Figure 5a. Its transformation $Ext(\mathcal{H}')$ is shown in Figure 5b, and the linear constraint automaton in Figure 5c. Feeding $Lin(\mathcal{H}')$, the linear constraint automaton corresponding to the hybrid automaton $\mathcal{H}$ of Figure 5a to a termination analyser [7], returns a proof of termination. The proof annotates locations $q_1$ and $q_2$ with the following ranking functions $f_{q_1}(x, y, clk) = x + 20 \cdot y + 8 \cdot clk$ and $f_{q_2}(x, y, clk) = x + 8 \cdot clk + 1$. Note that $f_{q_i}(\vec{v}) \geq 0$ for each $\vec{v} \in Inv(q_i)$ and $i = 1, 2$; and that when entering $q_i$ with $\vec{v}$ and then move to location $q_i$ with $\vec{v}'$, using any of the transitions, it holds that $f_{q_i}(\vec{v}') \geq f_{q_i}(\vec{v}) + 1$. This prevents infinite traces since an infinite trace $(q_{i_0}, \vec{v}_{i_0}, (q_{i_1}, \vec{v}_{i_1}), \ldots)$ would induce an infinite decreasing chain $f_{q_{i_0}}(\vec{v}_{i_0}) \geq f_{q_{i_1}}(\vec{v}_{i_1}) + 1 \geq f_{q_{i_2}}(\vec{v}_{i_2}) + 1 \geq \ldots$, which contradicts that the $f_{q_i}$ are bounded from below. Hence, termination of $Lin(\mathcal{H}')$ is established. We can then conclude the non-zenoness of $\mathcal{H}$.

C. Inference of pre-conditions for non-zenoness

Consider the hybrid automaton $\mathcal{H}$ of Figure 3. Define $\mathcal{H}'$ to be $Ext(\mathcal{H})$. The corresponding $Lin(\mathcal{H}')$ is defined by $(\rho_1 \lor \rho_2 \lor \rho_3, true)$ where

$$
\rho_1((\vec{x}, pc), (\vec{v}, pc')) \equiv \exists t: (pc = q_1 \land t \geq 0 \land clk \geq 0) \\
\land 0 \leq x \leq 2 \land 0 \leq y \leq 1 \\
\land \vec{x}' = x + 1 \lor y = y + 1 \land y' = 1 \\
\land \vec{c}k' = clk - 1 \land pc' = q_2)
$$

$$
\rho_2((\vec{x}, pc), (\vec{v}, pc')) \equiv \exists t: (pc = q_2 \land t \geq 0 \land clk \geq 0) \\
\land 0 \leq x \leq 2 \land 0 \leq y \leq 1 \\
\land \vec{x}' = x + 1 \lor y = y + 1 \land y' = 1 \\
\land \vec{c}k' = clk - 1 \land pc' = q_2)
$$

$$
\rho_3((\vec{x}, pc), (\vec{v}, pc')) \equiv \exists t: (pc = q_3 \land t \geq 0 \land clk \geq 0) \\
\land 0 \leq x \leq 2 \land 0 \leq y \leq 1 \\
\land \vec{x}' = x \land y = y \land y' = 0 \\
\land \vec{c}k' = clk - 1 \land pc' = q_1)
$$

Feeding $Lin(\mathcal{H}')$ to a termination analyser [7], it fails to prove termination. However, it provides us with useful information that can be used to infer sets of states from which termination is guaranteed. Next we explain how.

As in the case of Section VI-B, the termination analyzer annotates each location $q$ with a (ranking) function $f_q$, however, unlike that case, some of the transitions satisfy $f_{q_1}(\vec{v}) \geq f_{q_2}(\vec{v}) + 1$, call them decreasing transitions, while the rest satisfy $f_{q_1}(\vec{v}) \geq f_{q_2}(\vec{v})$, call them non-increasing transitions. Now since all $f_q$ are well-founded, it is easy to see that an
Then, we compute \( Z \) of states that are claimed to have non-zeno executions.

Note that this set coincides with those initial states of Example 3.

\[
op{ρ} = 1 \quad \text{and} \quad \text{pre} = \text{clk} \quad \text{for simplicity, we only give the those corresponding to } a_1 \quad \text{and} \quad b_2: \]

\[
ρ_1((\vec{x}, pc), (\vec{x}', pc')) \equiv \exists t: \{pc = q_1 \land ρ_1, ω_1(\vec{x}, t, \vec{x}') \land pc' = q_2 \}
\]

\[
ρ_2((\vec{x}, pc), (\vec{x}', pc')) \equiv \exists t: \{pc = q_2 \land ρ_2, ω_2(\vec{x}, t, \vec{x}') \land pc' = q_1 \}
\]

The termination analyser [3], [7] applied on \( \text{Lin}(H') \) fails to prove termination. Using the output of the termination analyser, and considerations similar to those of Section VI-C, we conclude that every non-terminating execution of \( \text{Lin}(H') \), and thus every zeno execution of \( H \), if any, necessarily contains an infinite suffix in which \( ρ_1 \) and \( ρ_2 \) alternate. Indeed, \( H \) has a zeno execution obtained by the alternation of \( a_1 \) and \( b_2 \). Unfortunately, in this case, we were not able to infer any non-trivial precondition that guarantees termination of \( \text{Lin}(H') \).

Remark that it is easy to prove non-termination of a linear constraints automata that consists of the transitions \( ρ_1 \) and \( ρ_2 \), simply by checking that \( ρ_1 \circ ρ_2 \circ \vec{x} = \vec{x}' \) is satisfiable, e.g., for \( x = 45 \), \( y = 6 \) and \( \text{clk} = 1 \), which is a valid initial state. This means that \( H \) has an infinite execution where time does not elapse. More involved automatic reasoning can prove non-termination even when time elapses in \( q_1 \) and \( q_2 \).

### D. Detecting zeno executions

Consider the hybrid automaton \( H \) of Figure 6, and let \( H' = \text{Ext}(H) \). The corresponding linear constraints automaton \( \text{Lin}(H') \) includes as many relation as edges in \( H \). For simplicity, we only give the those corresponding to \( a_1 \) and \( b_2 \):

\[
\text{Fig. 5: An example of a hybrid automata } H [26], \text{ its instrumentation } \text{Ext}(H) \text{ with variable } \text{clk}, \text{ and the corresponding linear constraints automata } \text{Lin}(H').
\]

\[
\text{E. Approximation based non-zenoess analysis}
\]

In the examples we have considered so far, the relation \( ρ_{q, δ}(\vec{x}, t, \vec{x}') \) was expressible as a conjunction of linear constraints. Next, we will consider an example for which this is not the case. Consider the affine hybrid automaton \( H_{\text{thermo}} \) of Figure 2 which models a thermostat. We use the observation that over-approximations preserve termination (and non-zenoess), that is, if we can show that an over-approximation of a
linear constraint automaton is terminating, then so is the linear constraint automaton. The over-approximation of a linear constraint automaton Lin(Ext(H)) can be obtained by over-approximating $\rho_{a,b}(\bar{x}, t, \bar{x}')$ of hybrid automaton $H$ as a conjunction of linear constraints.

There are several approaches in the hybrid systems literature for over-approximating the solutions of affine hybrid systems by a conjunction of linear constraints including sampling based methods [27], [15] and hybridization based methods [28], [12]. Figure 1 shows a rectangular hybrid automaton over-approximation of the hybrid automaton $H_{\text{approx}}$ using the techniques of Doyen and Henzinger [12]. Here, the affine dynamics in each location is over-approximated by a rectangular inclusion dynamics by optimizing over the invariants. For instance, in location $q_1$, the value of $-0.1x$ (the right hand side of the differential equation) is bounded by the interval $[-2.2, -1.8]$ when the value of $x$ satisfies $18 \leq x \leq 22$ (the invariant). Hence, the approximate dynamics is $\dot{x} \in [-2.2, -1.8]$. Then, we apply the termination analysis on the linear constraint automaton corresponding to the abstract automaton Figure 1, for which we obtain a termination proof. This illustrates the feasibility of approximation based analysis of non-zenoness.

VII. CONCLUSION

In this paper, we investigated automated methods for analyzing the absence of zeno behaviors in hybrid systems. Our broad approach consisted of reducing the problem to that of termination analysis. This enabled us to obtain decidability results for certain subclasses of hybrid automata, as well as practical techniques for proving non-zenoness and for generating initial conditions from which the system has no zeno executions. We have shown that these methods can be applied to systems with non-trivial dynamics by using over-approximations. Our future efforts will focus on conducting case studies and rigorous experimentation of non-zeno analysis involving linear and non-linear hybrid systems. Also, we intend to explore techniques for analysing the weaker notion of absence of livelocks in hybrid systems.
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